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Abstract

In recent years, it has increasingly been recognized that due to the uncertain geographic context problem caused by daily human mobility, the residential population is too static to serve as a valid measure of the population at risk for criminal victimization. Various alternative measures have been suggested instead. Guided by the routine activity approach, this study furthers the concept of crime risk population and its measurement across space and time. Using exceptionally comprehensive datasets on population mobility and on ‘theft from the person’ in a large city in China, we select the best indicator of the risk population from the following four candidates: residential population, subway ridership, taxi ridership and mobile phone users. Controlling for the potentially confounding effects of offender and guardian presence, we show that both on weekdays and weekends, the best indicators of risk population vary over the course of the day. In the morning, residential population outperforms other measures. In the afternoon and evening, taxi ridership and phone users are better indicators. Although the mobile phone user base forms an arguably more representative measure of ambient population, during some periods taxi ridership is superior because it provides a better indicator of outdoor (as opposed to indoor) activities. In terms of practical applications to security policy and law enforcement, these findings can help identify crime hot places by calculating accurate crime risks. 
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**INTRODUCTION**

The uncertain geographic context problem (Kwan 2012) has become a basic concern for researchers studying effects of area-based attributes on individual behaviors. Due to the daily mobility of the population and the resulting fluctuations in numbers of people physically present, static indicators of population size cannot reliably be used to assess the effects of geographical context on behavior. This limitation also applies to crime research. One of the major theoretical frameworks in crime research, the routine activity approach (Cohen and Felson 1979), claims that the convergence in space and time of a motivated offender and a suitable target in the absence of a capable guardian is a necessary and sufficient condition for predatory crime. This claim has been made explicit in a recent formalization and extension of the approach (Hipp 2016).

How to measure the activity or presence of suitable targets, motivated offenders and capable guardians thus becomes a key issue in the explanation of spatial and temporal patterns of crime. In the present paper, our main aim is to improve the empirical assessment of the theory by addressing how one of these three necessary elements, the presence of suitable targets, can be adequately measured. Adequate measurement will minimize bias and thus reduce inferential errors. We focus on theft from the person, because it is one of the most frequent street crimes in China and because it is supposed to have a strong relationship with the physical presence of people.
In explaining the occurrence of crime, the routine activity approach prioritizes neither offenders, targets nor guardians. Rather, it emphasizes that all three must be present at the same time and place (Cohen and Felson 1979). The extant literature that is inspired by the routine activity approach, however, strongly highlights the crucial role of targets, because potential targets are viewed as the *population at risk* of victimization. Although in our analysis we adopt a broader perspective and include measures of motivated offenders and of capable guardians, our theoretical focus and contribution to the literature is mainly about the presence and measurement of potential targets of crime.

The salience of crime targets is exemplified by the common method of calculating crime rates. Crime rates are calculated with the purpose of comparing the volume of crime between different periods, different locations or different crime types. To standardize the volume of crime by its most important determinant, crime rates are defined as the ratio of the number of crimes and the number of potential targets.

The measurement of potential targets of crime is not a trivial issue. Traditionally, in calculating crime rates of areal units like countries, cities or neighborhoods, the residential population has been chosen as the denominator of the crime rate (Mburu and Helbich 2016). One of the reasons for this choice is convenience, as residential population is a statistic that is generally available at multiple levels of spatial aggregation (Malleson and Andresen 2016).
Problems with residential population-based measures

In critique of the common method of calculating crime rates, Boggs (1965) suggested that the conventional use of residential population as a generic crime rate denominator for all types of crime can lead to biased crime rates because residential population is a poor proxy for criminal opportunity (i.e. for the presence of targets). She argued, for example, that central business districts have spuriously high crime rates because they are characterized by large numbers of potential crime targets (merchandise in stores, untended parked cars, people on the streets) but small residential populations. Although subsequent research (Cohen, Kaufman, and Gottfredson 1985) has suggested that alternative denominators for burglary and auto theft targets do not yield very different conclusions, Boggs’ general claim that crime rate denominators should reflect criminal opportunities has echoed in the literature for decades.

The discussion on crime rate denominators is not limited to making justified and fair comparisons between areal crime rates (e.g., to the question of whether Chicago is safer than Los Angeles). As indicated at the outset of this article, a correct measurement of the presence of suitable targets is essential for appropriate tests of routine activity theory, and thus also for correct predictions of crime volumes: the notion of a crime rate already implies that the denominator is an important correlate of the numerator (as otherwise it would be redundant) and should thus be an important factor in the explanation of variations in crime volumes (Osgood 2000; Liu and Eck 2007).
Recent studies have readdressed the measurement of risk populations for crime. It has been suggested that crime rates of areas like neighborhoods should not be based on residential population but on ambient population. The ambient population in a given area is the number of individuals that are actually physically present in the area, rather than the number of individuals residing in it.

**Non-residential population-based measures**

*Survey data and LandScan Global Population Database*

Based on the notion that cities vary in terms of inbound and outbound commuter flows, various studies have combined measures of resident populations with commuting surveys to calculate commuter-corrected estimates of the daytime population to predict crime intensities. Stults and Hasbrouck (2015) used commuter-corrected estimates of the daytime population to model variation in crime rates (homicide, aggravated assault, robbery, burglary, larceny, and auto theft) across 166 cities in the United States. Mburu and Helbich (2016) used commuter-harmonized estimates to model crime volumes (violence, disorder, theft and shoplifting, robbery, burglary and vehicle crime) in small administrative areas in London, England. Liu and Eck (2007) used commuter-corrected vehicle miles as the denominator for calculating rates of police vehicle stops for drivers with different ethnicity in the city of Cincinnati in the United States. In support of the routine activity approach, these three studies demonstrated that commuter-corrected estimates performed better than measures of residential population.
In addition to commuter flows, Boivin and Felson (2017) also included mobility flows of trips made for the purposes of shopping, recreation and education. Using data from a large city in Eastern Canada, they showed that property and violent crimes were more strongly related to inflow for the purpose of recreation and, to a lesser extent, shopping, than for the purpose of work or education. Their findings are supported by research that has explored the relations between types of land use and crime (Wilcox et al. 2004; Bernasco and Block 2011). Schools, retail businesses, restaurants, bars, parks, transit stations and other places and facilities that attract large numbers of people are ‘crime generators’ that provide criminal opportunities because they are concentrations of potential victims and targets (Brantingham and Brantingham 1995; Kinney et al. 2008).

Other studies have utilized the LandScan Global Population Database to obtain an estimate of the ambient population in Vancouver, Canada (Andresen 2006, 2007, 2011; Andresen and Jenion 2010). These studies have demonstrated that using the LandScan Global Population Database to measure the ambient population in some circumstances provides better estimates of the risk population than using the residential population. At the very least it can be used to supplement the conventional measure that uses the residential population as the denominator of crime rates.

**Big data-based measures**

Big data generated by social media and mobile phones can potentially generate more accurate measures of population at risk. A recent phenomenon embraced by social scientists is the advance of data from social media platforms. Some of these, in
particular Twitter messages, are geotagged and thus contain information about where their authors are located. Various authors have attempted to use geotagged Twitter messages as measure of ambient population to help predict crime levels in Leeds, England (Malleson and Andresen 2015) and Charlottesville, Virginia (Wang, Gerber, and Brown 2012; Gerber 2014). It improves the ability of crime prediction compared to the residential population.

However, the usefulness of Twitter messages for estimating ambient populations is limited because the user base of Twitter is unlikely to be representative for the population and because only a minority of users post their messages with geotags. The utilization of location data from mobile phones seems more promising, because of the widespread adoption and use of mobile phones and because geo-locating phones is necessary for their proper functioning.

Many studies have measured ambient populations with data generated by cell phone use (e.g., Ratti et al. 2006), but only very few have used it to model variations in crime volume. Hanaoka (2016) found that in the daytime, the number of street robberies had a weaker relation with the density of mobile phone use than in the night-time in Osaka City, Japan. Bogomolov et al. (2014) found that mobile phone data, in combination with basic demographic information, could be used to predict crimes in London.

Using data from London, Malleson and Andresen (2016) compared the effectiveness of mobile phone use intensity with other measures of ambient population (including residential population and Twitter data) in the prediction of
crime. They used correlation coefficients between the indicators and crimes to benchmark the indicators’ performance in crime prediction. Although the comparative benchmark of different measures of ambient population is an important step forward, the study of Malleson and Andresen still has some limitations, including the assumption of linearity in the relation between indicators and crime, the exclusion of other covariates than ambient population in the crime equation and, most importantly, maybe, the lack of time information in their crime data, which prevented them from studying the effects of temporal variations in the ambient population.

**Summary**

The four alternative measures of ambient population suggested above (mobility flows, Landscan Global Population Database, social media, and mobile phone location services) do not fully address the issue that Boggs identified. They are data-intensive attempts to estimate the presence of people at detailed spatial and temporal scales. They are, however, not necessarily the best indicators of the risk population for crime, of ‘suitable targets’. Generally, most of the contributions to the unfolding literature on ambient populations and crime have implicitly or explicitly been based on four assumptions that are challenged in the present paper.

First, in the literature it has generally been assumed that the chosen measure of ambient population equals the population at risk. Only a single study (Malleson and Andresen 2016) did compare amongst different measures of ambient population. We challenge the assumption that ambient population can be measured unambiguously and that it can be equated with the risk population. To that end, we argue that varying
proportions of the ambient population may be physically present at a given location, but not actually at risk for victimization. For example, while relaxing in their homes or working in their offices, individuals may be ‘present’ in a place, but not actually at risk for street robbery, pickpocketing, theft from the person or other offences perpetrated in public space. Messner and Blau (1987) demonstrated at the macro level that the frequency of leisure activities within households reduced crime rates but leisure activities outside households increased crime rates. Indeed, a key hypothesis of the routine activity approach is that “the dispersion of activities away from households and families increases the opportunity for crime and thus generates higher crime rates” (Cohen and Felson 1979, 588). Consequently, the analysis of crime for which opportunities exist in outdoor settings, requires indicators that capture outdoor activities rather than indoor activities (in particular relating to home and work settings), and vice versa. One disadvantage of the data sources discussed above, including mobile phone location data and Twitter data, is that they do not distinguish between outdoor and indoor activities.

Second, the time differentiation of the ambient population has typically not been fully addressed. Although most literature on ambient population has indeed noticed and emphasized that measures of the residential population fail to reflect the daily mobility patterns, due to limitations of the available data, most have still used static measures to represent the ambient population over the course of the day and the week. Temporal variation has therefore not been given the necessary attention. Accounting for the fact that crime is both spatially and temporally heterogeneous (Kwan 2012), we model crime risk as being dependent on measures of mobility (in particular taxi
and subway ridership and mobility phone locations) that do vary spatio-temporally over the course of the day and the week.

Third, the cited literature addressing crime and ambient population literature did not take motivated offenders and capable guardianship into account. They are two key concepts in the routine activity approach that could potentially confound the relation between ambient population and crime. Proximity to where offenders live has been demonstrated to increase crime rates (Bernasco and Luykx 2003), and lack of capable guardianship can lead to more crime (Reynald 2009). Helbich and Jokar Arsanjani (2015), for example, found that the Euclidean distance to police stations has a significant negative impact on non-violent crime. Therefore, a rigorous assessment requires that we not only consider effects of potential targets but also account for the potential effects of motivated offenders and capable guardian.

Fourth, the large majority of work on the routine activity approach has been based on the empirical analysis of data in western countries, in particular Canada, England and the United States. Because there is no reason to geographically or culturally restrict the scope of routine activity theory, our analysis is based on data from a large city in China. The Chinese context allows us test hypotheses that have been developed with the geography and culture of western cities in mind, on data from China. We thus add to a couple of recent studies that also applied elements of routine activity theory to crime in China, including Xu (2009), Zhang, Messner, and Liu (2007), Peng et al. (2011), Feng, Dong, and Song (2016), Chen et al. (2017) and
Liu and Li (2017), albeit with different research objectives and empirical and analytical approaches.

In conclusion, to address the uncertain geographic context problem in crime research and motivated by limitations in the extant literature on ambient population and crime, we select a large city in China to study indicators of the risk populations for theft from the person over the course of the day and the week by comparing four different measures, while controlling for the presence of motivated offenders and capable guardianship. We aim to test the indicators of risk populations for theft from the person by improving the measures, and by giving more consideration of temporal variation. In the remainder of this article we discuss our data and methods, present our findings, and conclude and discuss the results.

DATA AND METHODS
The area of this study is the central area of a metropolis in the southeast of China. It will be labeled ‘ZG City’ in this article. ZG City has a total population in excess of 10 million, and is one of the most developed cities in China. The central area of ZG City is defined as the district within the beltway surrounding it, and has a surface of 203 km$^2$. It is an active area that attracts large numbers of visitors from outside. For this reason, the central area is an excellent test case for a study on the effect of ambient population measures on theft from the person. In addition, the area allows optimal measurement of mobile phone locations because it has a denser distribution of cell signal towers than other areas in ZG City.
Spatial and temporal selection and units of analysis

This study combines data on seven different variables: thefts from the person, mobile phone use, taxi ridership, subway ridership, residential population, offender residence locations and police station locations, all of which were obtained from different departments, companies and public sources. The first four variables are both geo-referenced and time-stamped; we know where and when they took place. The last three are treated as stable over time, and are thus only geo-referenced.

Due to time limitations of the taxi ridership data, it was not possible to include 24/7 measures of the ambient population. Instead, we were able to use data from 7:00 to 22:00 for all days of the week and for each of the four measures.

Two main methods are available for categorizing time of day. One method is to distinguish a fixed number of equally-sized time intervals. This method is straightforward, easy to implement and does not require any further assumptions, much like using a grid system for geographic data. An example of this method is a study by Bernasco, Ruiter, and Block (2017), who divided a full day into 12 two-hour intervals.

The second method is to create a limited number of categories based on some criterion of homogeneity. An example is a study by Haberman and Ratcliffe (2015), who used time use surveys to devise a categorization of four daily time intervals that maximally aligned with the timing of standard routine activities, such as ‘morning rush hour’ and ‘work/school’. This method is complex, potentially generates time intervals with greater internal homogeneity in terms of main activities, but is also
jeopardized by the fact that routine activities display a great deal of temporal
variation. In order to make no unnecessary assumptions and to facilitate an effective
comparison of the four measures of ambient population, we decided to apply the first
method and distinguished between five intervals of three hours each: 7–10h, 10–13h,
13–16h, 16–19h and 19–22h. To capture different routine activity patterns during
weekdays and weekends, we separated the weekdays (summed over Monday to
Friday) from the weekends (summed over Saturday and Sunday).

Overlaying the study area with a 1km × 1km grid resulted in 205 grid cells,
which are the spatial units of analysis in this study. This spatial resolution is the same
as that in the study by Andresen (2011) cited above. All data were aggregated to the
205 grid cells for each of the five three-hour periods on weekdays and weekends
respectively.

Because it has been argued that land use features may operate at micro scales
(Weisburd, Bernasco, and Bruinsma 2009), and in order to minimize heterogeneity
within units (Bernasco and Block 2011) there has been a tendency in the recent
literature to use small spatial units of analysis, such as street blocks or street segments.
Nevertheless, Boessen and Hipp (2015) demonstrated that many neighborhood factors
have wide-ranging effects, and that using too small spatial units of analysis leads to
difficulties in modeling spatial spillover effects.

Many studies use census tracts, often with average area less than 2 km², as the
spatial unit of analysis, and this spatial scale has proven to be small enough for social
and physical attributes to be homogenous (Mburu and Helbich 2016; Boivin and
Felson 2017). In China, the central area in ZG City is densely populated, and 1km²
grid cells seem to be an appropriate choice as this scale is neither too large nor too small, and it is also a compromise between the required level of spatial detail and geocoding precision. We comprehensively explain the geocoding procedure in the ‘Geocoding Method’ section.

**Crime data and Geocoding**

*Crime data*
Information on all cases of theft from the person in the year 2014 was obtained from the Public Security Bureau of ZG City. The data are independent of the mode of reporting to the police, and therefore include crimes reported to the police in different ways, such as calling 110 (emergency number), going to police station directly in person, or calling a local police station on the phone. Of each theft from the person, information was provided on the date and approximate time and location where the crime took place. In the geocoding process, we assigned each theft from the person incident a specific pair of coordinates, and subsequently aggregated these incident points to their corresponding $1 \text{ km}^2$ grid cell.

Besides crime incidents, the residential addresses of all offenders who were arrested for one or more thefts from the person in 2014 were geocoded and aggregated to their corresponding $1 \text{ km}^2$ grid cell. This offender count forms a measure of the local presence of offenders motivated and capable of committing thefts from the person. For each grid, the sum of offender counts of the eight neighboring grid cells is used to measure the presence of offenders in nearby areas. These two measures are obviously stable across the five time periods and across weekdays and weekends.
The police station, called ‘Paichusuo’ in Chinese, is the grass-root government unit of policing in China. In the study area, there were 77 police stations. Their addresses were found using city maps. If a grid cell had a police station within its boundaries, its distance to the closest police station was coded 0. If not, the distance refers to the distance between the centroid of the grid cell and the nearest police station. It is supposed that because for police officers a police station is an anchor point that they repeatedly return to before, during and at the end of their shift, on average they must spend more time (and exercise formal guardianship) in the proximity of the police station than further away from it.

**Geocoding method**

The crime data included the information of when and where the crime took place, but they were provided without geographic coordinates. We developed a method to geocode the address by using multiple web-based geocoding services. It was based on an improved version of the work of Cui (2013), who compared and combined Google Geocoding API, Yahoo Geocoding API, and the ESRI Address Coder to geocode, and found that using multiple geocoding services to geocode user-generated locations is a time-saving efficient method. In China, we used the top three map companies (Baidu Map, Tencent Map and Gaode Map) to geocode the crime addresses (Liao et al. forthcoming).

The crime address includes four elements: district or town, police station, street and nearest house number. We first used the APIs of the three map companies to obtain the coordinates of crimes, then checked the confidence level of the outcome provided by each map and used Dixon's Q test (Dean and Dixon 1951) to recognize
any outliers. Finally, based on the performance of different maps, the final coordinates were chosen.

Subsequently, we used grid cell sizes of .25 km$^2$ and 1 km$^2$ to estimate the accuracy of the geocoding results. We chose 4000 addresses randomly to compare their automatically constructed coordinates with the coordinates found manually. The results demonstrated that for grid cells of 500m $\times$ 500m, 92.5 percent of the addresses were geocoded correctly. For grid cells of 1 km $\times$ 1 km, the percentage correctly geocoded was 97.3 percent. Taking into account that 85 percent has been mentioned as a first estimate of a minimum reliable geocoding rate (Ratcliffe 2004) and that a 95 percent geocoding success rate has been rated as both acceptable and achievable (Ratcliffe 2010), we decided to use the 1km $\times$ 1km grid cells as the spatial unit of analysis for our study.

**Four measures of population at risk**

*Residential population*

The 6th census data in ZG City, collected in 2010, offered information about the number of residents in each census unit. To calculate the residential population per grid cell, we intersected the geographies of the grid cells and census units, and calculated the surfaces of the resulting areas. Subsequently, we estimated the residential population in the grid cells by summing the residential populations of the census units, weighted by the proportion of the census unit that was located inside the grid cell. For example, a census unit located completely inside the grid cell received weight 1 and its population was completely assigned to the grid cell. If, however, only half the census unit was located inside grid cell, the census unit was assigned a weight of .50 and only half of the population was assigned to the grid cell.
Mobile phone users

The data of mobile phone users was offered by a major mobile phone service provider in China that has a market share of 22.5 percent (Chong, Teoh, and Qi 2015). There is no reason to assume any major systematic differences between the customers of different mobile phone providers, which suggests that our sample of mobile phone users is representative for the general population in ZG City.

The geographic data of mobile phones is based on the cellular signaling information and it includes the anonymized and aggregated total number of mobile phone users of the 2G and 3G networks per cell tower. The mobile phones will typically attempt to connect to the nearest tower. Note that cellular signaling data involves any behavior that creates a relation with the cell signal tower, such as internet search, messaging and calls. Hourly statistics were collected for a complete week, from 12–18 May 2016 (including the weekend of 14–15 May). In the central area of ZG City, the density of the base stations is quite high and neighboring cell signal towers are within a distance of 500m.

In order to aggregate the mobile phone user population of cell signal towers to the 205 grid cells in the study area, Thiessen polygons (also known as Voronoi polygons) were created with the cell tower locations as the seeds. For mobile phone users within the Thiessen polygon, the local cell signal tower is the nearest tower. Subsequently, the procedure described for the residential population of the census units was followed, i.e. the Thiessen polygons were intersected with the grid cells and mobile phone users were assigned to the grid cells based on the proportion of the Thiessen polygon that was located inside the grid cell. Note that GSM signals do not distinguish between indoor and outdoor mobile phone use, and that all users are thus
included in the hourly data, irrespective of whether they are outside or inside buildings.

**Taxi ridership**

The taxi is a popular mode of transportation for citizens in ZG City. There are about 20,000 taxis in the city and all of them are equipped with GPS devices. Although the taxis belong to different companies, all GPS information is reported to a single official supervision department.

In the literature, taxi ridership data has previously been applied as an important source of information in the analysis of land use (Pan et al. 2013), of intra-city human mobility (Li et al. 2012) and even of social functions (Qi et al. 2011). To our knowledge, taxi ridership has not been applied before in research on crime. In the present study, taxi ridership is used to represent the volume of outdoor activity.

We obtained the taxi GPS data for a complete week, 23–29 March 2014 (March 23 was a Sunday and March 29 a Saturday). The taxi data includes the longitude and latitude of the location of the taxi as well as its state of carrying passengers. For example, if there is a passenger in the taxi, the passenger state is ‘2’ and it will turn back to ‘1’ as the passenger gets off. Therefore, from this state and its transition between ‘1’ and ‘2’, we identified the origins (‘1’ to ‘2’) and the destinations (‘2’ to ‘1’) of each journey. Subsequently, origins and destinations were aggregated to the grid cell in which they were situated.

**Subway ridership**

The widespread implementation of smartcard based fare payment in transportation systems has provided the transportation companies and geographers with large
volumes of travel data (Bagchi and White 2005; Pelletier, Trépanier, and Morency 2011). Subway ridership data has been used for various purposes, including the spatial and temporal analysis of ridership volume (e.g., Chen, Chen, and Barry 2009). ZG City has a large subway transportation system that also uses smartcards for fare calculation and collection. It is one of the most important public transportation modes, whose ridership is expected to be strongly correlated with the presence of people at or near subway stations. Subway ridership data was provided by the only subway company in ZG City. The dataset provided by the subway company aggregates the number of passengers who entered and left the subway stations, separately by hour and for each subway station from 3–9 March in 2014. This included the weekend of 8–9 March.

In order to aggregate the subway ridership to grid cells, we set a threshold of 1.5km as the service radius of subway station. A buffer of 1.5km around each subway station was constructed and, similar to the procedure for mobile phone data, subway stations were used as the seeds (generators) to create the Thiessen polygons. The service circles were first intersected with the Thiessen polygons to identify the service area for every subway station. The passengers of subways stations were allocated to all resulting intersections, based on the proportion of the intersection surface that was located inside the whole service area. After that, the same procedure was used to aggregate the passenger volumes to the grid cells. Following this method, there will not be any passengers allocated to a grid cell if the grid cell is located further than 1.5 km from a subway station. If there are multiple subway stations within 1.5 km from the grid cell, only passengers from the nearest station are assigned to the grid cell.
Statistical Models

Our analysis focuses on explaining variation in the frequency of theft from the person across the 205 1 km² grid cells in the study area. Because the number of crimes is a count variable that can only take nonnegative integer values, a count regression method seems most appropriate. A regular Poisson regression model requires that the mean of the crime count equals its variance (equidispersion), an assumption that is likely too strict for the data. Many empirical count distributions are characterized by over-dispersion, where the variance is larger than the mean (Osgood 2000; Chen et al. 2017).

The negative binomial regression model (Hilbe 2011) is a generalization of the Poisson model. It relaxes the equidispersion property, and for that reason it is often used as a preferred alternative to the Poisson model (e.g., Bernasco and Block 2011; Haberman and Ratcliffe 2015). Because the unconditional distributions of the frequency of theft from the person during the different 3-hour periods were over-dispersed, we decided to apply negative binominal regression models.

We estimated the same negative binomial regression model for each of the five 3-hour periods, and separately for weekdays and weekends. In correspondence with the routine activity approach, each model included a measure of potential targets, a measure of motivated offenders and a measure of capable guardianship. The four alternative indicators of potential targets were included in separate models that are compared with respect to model fit. The presence and proximity of motivated
offenders is viewed as a control variable and is included in all models. It is measured by the number of offenders residing in the grid cell and by the number of offenders living in adjacent grid cells. Capable guardianship is also treated as a control variable and included in every model. It is measured by proximity to the nearest police station.

Spatial autocorrelation occurs when characteristics at nearby locations are either positively correlated or negatively correlated. Spatial autocorrelation in the error terms violates standard statistical techniques that assume independence among observations. Positive spatial autocorrelation is very common in geographic data on crime and other social phenomena. To address this issue, referring to Bernasco and Block (2011) and Boivin and Felson (2017), we used spatially lagged variables of the independent variables. These included, in particular, the number of motivated offenders residing in adjacent areas, and the volume of the ambient populations in adjacent areas. The rationale is that effects of motivated offenders and ambient populations on crime do not stop at the boundary of an area, but spill over into nearby ones. Adjacency was determined by the Queen criterion.

Taking lagged-effects into account does not necessarily mean that any residual spatial autocorrelation disappears (Bernasco and Block 2011). To evaluate the reduction in spatial autocorrelation achieved, we compared residual autocorrelation of a ‘null model’ with residual autocorrelation after estimating the models.

For model comparison, we used the Akaike’s Information Criterion (AIC) as it is generally considered an appropriate benchmark to judge relative model fit between
multiple non-nested negative binomial models (Hilbe 2011: 68-75). The smaller the value of AIC, the better the model fits. Whereas rules-of-thumb have been defined for judging AIC differences, a more rigorous comparison involves a bootstrapping procedure, in which a bootstrap sample (a sample with replacement of \( N \) cases from a dataset of size \( N \)) is taken \( S \) times repeatedly from the original sample, and a frequency distribution is generated of the most preferred model across the \( S \) bootstrap replications (Burnham and Anderson 2002). Based on advice in Burnham and Anderson (2002), we selected a value of \( S=1000 \) bootstrap replications.

We calculated variance inflation factors (VIF) to check for multi-collinearity problems between the independent variables (Belsley 1991). As all VIF values were lower than 3 and all correlation coefficients, except the ones between values and lag values of risk population indicators, were below .60, multi-collinearity was not considered an issue.

**FINDINGS**

**Descriptive statistics**

We show the descriptive statistics of variables for all periods in Table 1. The residential population, the distance to the closest police station, the number of offenders in the local grid cell population and the number of offenders residing in contagious grid cells are static measures and thus equal in all three-hour periods. Most thefts on weekdays and in weekends are in period 16–19h. As for subway ridership, there are obvious peak hours (7–10h and 16–19h) on weekdays, while on weekends
the ridership is on a steady increase until 16–19h. Taxi ridership also changes with time. During 16–19h on weekdays, taxi ridership is quite low due to the handover of taxi drivers. The number of phone users’ in the central district reaches its top level period 16–19h.

INSERT TABLE 1 ABOUT HERE

From Table 2 and Table 3, we can see that taxi ridership has the strongest positive relationship with theft, both on weekdays and on weekends. The correlation with phone users and residential population is only slightly lower. However, on weekends the relationship between (statically measured) residential population and theft is even stronger than that between (dynamically measured) phone users and theft. Theft is strongly positively related to the proximity of offender residences, but is weakly negatively related to distance from the nearest police station.

INSERT TABLE 2 ABOUT HERE

INSERT TABLE 3 ABOUT HERE

In order to reveal the spatial pattern of theft from the person, we constructed kernel density maps of theft from the person on the weekdays and weekends (Fig.1). Across the five different periods, there are four stable hot spots (from I to IV, Fig.1-K, Fig.1-L). Spot I is the old town and it features on the traditional business street. It is larger on weekends than on weekdays, because more people go out for shopping on weekends, which generates more suitable targets for motivated offenders. Spots II, III and IV are so-called ‘urban villages’ or ‘villages in the city’. These areas attract settlements of rural-urban migrant workers, resulting in high densities of low income people (Zhang, Zhao, and Tian 2003). There is no obvious difference of Spot II, III
and IV on weekdays and weekend. The spatial variation is shown for each time period from Fig.1-A to Fig.1-L.

**INSERT FIGURE 1 ABOUT HERE**

**Negative binominal regression results**

For each of the five 3-hour time periods, we estimated four separate models with residential population, subway ridership, taxi ridership and phone users as alternative indicators of risk population. There were thus 20 (4 × 5) models for weekdays (see Table 4) and also 20 models for weekends (see Table 5). An alternative approach would have been to estimate a large number of models with all possible subsets of the four risk population indicators. We decided against this alternative for two reasons. First, our key focus is on comparing the performance between alternative indicators rather than maximizing model fit. Second, because the alternative would involve estimating 14 rather than 4 models per day and time unit, the risk of chance capitalization would be strongly increased (MacCallum, Roznowski, and Necowitz 1992).

Comparison of the residual spatial autocorrelation after estimating the models with the residual spatial autocorrelation of a ‘null model’ (i.e., spatial autocorrelation of the dependent variable) demonstrates that the Moran’s I values decrease significantly after inclusion of the covariates, and thus that the covariates account for a large part of the spatial autocorrelation.

**INSERT TABLE 4 ABOUT HERE**
Potential offenders and guardians

As predicted by the routine activity approach, indicators of the presence and proximity of motivated offenders have significant positive effects on theft from the person in most models, with the single exception of the 7-16 period on weekend. In virtually all models we also find a positive effect of lagged offender presence, except the models of weekend 7-10, 10-13 and 13-16, which indicates that the effects of the proximity to motivated offenders spill over to adjacent grid cells.

In contrast to the expectation, the distance to the nearest police station negatively affects crime, with the two exceptions of subway ridership models during 19-22 on both weekday and weekend. Thus proximity to a police station appears to increase crime. Possible reasons for this finding are discussed in the concluding section.

Potential targets

The results clearly demonstrate that, for all measures, for all 3-hour periods and both on weekends and on weekdays, the number of potential targets is an important risk factor for theft from the person, irrespective of whether the measurement is based on residential population, taxi ridership and phone users. The single exception appears to be subway ridership during 7-19h on weekdays and 7-16h on weekends, as this measure appears to be unrelated to theft.

Most of the lagged values of the ambient population indicators seem to have no significant impact on thefts from the person, except maybe for subway ridership
during weekdays and some time periods in weekends. This demonstrates that there are no or only very limited spatial spillover effects between the 1km$^2$ grid cells.

INSERT TABLE 5 ABOUT HERE

Model performance

The AIC value and bootstrap result are used as measures of relative model fit. Note that the outcomes of the two alternative ways of evaluation (either select ‘model with lowest AIC value’ or ‘most preferred bootstrap model’) fully correspond with each other. Thus, of the four models being compared, the model with the lowest AIC value (e.g. residential model during the weekend form 7-10) is consistently the model with the highest percentage in the bootstrap procedure (the taxi and phone models on weekdays 19-22 can be considered as ‘ties’, as they are virtually equal on both accounts).

In Table 4 (models for weekdays), except during the period 7–10h, when residential population is the best predictor, taxi ridership and phone users are better indicators than residential population and subway ridership. During 10–13h, 13–16h and 16–19h, taxi ridership proves to be a better indicator of suitable targets. Only in the evening, the period 19–22h, does phone usage outperform the other indicators.

Reviewing the results of the models for the weekend (Table 5), it can be concluded that they are very similar to those for the weekdays. The residential population model performs best in the early morning (7–10h), taxi ridership dominates the afternoon (10–16h) and phone usage the evening (16–22h).
CONCLUSION AND DISCUSSION

Based on the routine activity perspective, and controlling for the presence and proximity of potential offenders and of guardians, this study focused on the third element of the crime triangle, i.e. the targets or victims. Our contribution aimed to identify the best indicator of populations at risk for ‘theft from the person’ in a large city in China at different times of the day and different days of the week. We compared the predictive efficacy of four alternative measures (residential population, subway ridership, taxi ridership and phone users).

As for the key issue of this study, with the exception of the early morning (7–10h) when residential population is the best predictor both on weekdays and weekends, taxi ridership and mobile phone users provide the best measures of the risk population, with mobile phone usage being best during the evening period 19–22h. This finding confirms that, due to daily mobility patterns, the size of the residential population fails to continuously reflect the ambient population. This finding is consistent with recent literature that speaks to the same issue (Mburu and Helbich 2016; Hanaoka 2016). However, in the morning, both on weekdays and during the weekend, residential population outperforms the other measures. Arguably, the morning is the period of the day when people are gradually starting to perform outdoor activities, but when the majority of them, including the offenders, have not yet traveled far away from their area of residence, so that residential population fares
relatively well as a measure of the population at risk. This finding demonstrates that a
time-constant measure like residential population does not necessary always perform
worse than time-varying measures like taxi and subway ridership and mobile phone
users, and that time is very critical in the assessment of risk populations, an issue that
has only recently been appreciated in the literature. In terms of subway ridership, it
always ranked last in predicting theft from the person, mainly due to its sparse
distribution across urban space and failure in measuring where the people were.

The contrasting effect of taxi ridership and phone users in determining risk is
also very interesting, but somewhat surprising. During time slots 10–13h, 13–16h and
16–19h on weekdays and 10–13h and 13–16h on weekends, taxi ridership performs
better than mobile phone users. Arguably, during these periods most people are
performing activities indoors, such as learning at school, working at the workplace or
performing household chores at home. As their mobile phone activity will be
monitored both indoors and outdoors, the mobile phone measure becomes biased
because it includes people who are staying indoors where they have low or
nonexistent risks of becoming victims of theft from the person. Taxi ridership,
however, is likely a better indicator of outdoor activities. In the evenings and nights,
phone use performs better as a crime predictor because at those times of the day the
general amount of outdoors activity increases. Thus, although mobile phone use is a
superior measure of ambient population because almost everybody carries a mobile
phone, the measure cannot distinguish between indoors and outdoors presence,
corresponding with the concern that the algorithmic uncertainty of mobile phone data
which is based on the cell tower (Kwan 2016). Taxi ridership, to the contrary, represents only a small proportion of the population, but because taxis are widely used in China, taxi use is common enough to be representative of outdoor activities that make people vulnerable and thus suitable targets for theft from the person. Thus, taxi ridership can be an important indicator of risk populations for outdoor crimes, while phone use data might be further refined to represent the people on the street.

Consistent with the predictions of the routine activity framework, our results further demonstrate that proximity to the homes of motivated offenders increases the volume of theft from the person. Distance to the police station had a negative effect, the same as has been reported by Helbich and Jokar Arsanjani (2015). Victims of theft from the person might be more likely to notify the police if victimization takes place near a police station. These findings show that it is important to control the effects of motivated offenders and capable guardianship while assessing optimal indicators of the population at risk.

In conclusion, the contributions of this study are not only that we have taken the proximity of motivated offenders and capable guardianship into account, but more importantly that we considered changes of the optimal indicators of population at risk over the course of the day and the week. The finding gives better way to solve the problem of uncertain geographic context problem in crime research, despite it still cannot delineate the spatial and temporal characteristic of the true geographic context to 100 percent. Besides, by adopting direct measurements of the motivated offenders,
potential targets and capable guardianship, we confirmed the applicability of the routine activity framework in the Chinese urban context.

This study provides a deeper understanding of crime generators, criminogenic places where many people come together and therefore attract potential offenders. Our findings further the concept by considering the presence of people more precisely, in particular regarding the distinction between being indoors and outdoors. At a practical level, our findings provide new insights regarding the population at risk. Residential populations or ambient populations are not necessary the targets of offenders. It depends on where people are, in particular whether they find themselves indoors or outdoors, in private or in public space. The presence of people changes with time. This implies that in allocating their resources in preventing theft from the person, the police could focus on the significance of mobility and outdoor activities. Crime prevention strategies of police should be based on victimization risk, which is dynamic over the course of the day and the week. Besides, the crime prevention strategy should be not only based on where potential targets are, but also on where offenders live. Places closer to their residential addresses is more likely to be targeted. As police resources to prevent crimes are limited, the use of police strength can be more specific and more efficient with accurate identification of crime hotspots.

There are some limitations to this study, and to the interpretation of its findings, that should be highlighted here. First, although taxi ridership proved to be a good measure of the population at risk in the central district, it may be not a good
indicator in the suburban areas of the city where the utilization of taxi is sparse. Phone use appears to be a good overall choice to measure the population at risk, but it needs adjustment to sort out indoor users who may not be at risk. By using the mobile phone data to assess the mobility of population, we can further estimate the volume of outdoor activities. In the present study, two minor limitations are that we could only use data of a single mobile-phone-service company and that there is no 100 percent guarantee that mobile phones will always contact the closest station, which might negatively impact the precision of the geo-tracking data.

Secondly, the concept of capable guardianship could not be completely measured. While Helbich found that the Euclidean distance to police stations has a significant negative impact on non-violent crime (Helbich and Jokar Arsanjani 2015), distance to the police station may not be strongly related to the frequency, direction and length of police patrols. In addition, guardianship is not limited to formal guardianship (police, monitor camera, etc.) but also includes informal guardianship (effects of ‘eyes on the streets’, vigilant bystanders who prevent thefts, etc.), an element of guardianship not included in our study.

Thirdly, due to limitations in the available data, we could not compare the indicators of risk populations for the whole day, so that we miss the nighttime between 10pm and 7am. In addition, only theft from the person is addressed in the present study and other types of crime will possibly require other indicators. Regarding the modeling strategy, a purpose of future research could be trying to find an optimal combination of indicators to predict crime. In the present study, we did not want to take a data driven approach, but preferred to focusing on revealing the
significance of mobility and outdoor activity in understanding the spatial and temporal pattern of crimes.

In closing, we conclude that this study has generated insights on how different indicators of risk population may contribute to the incidence of theft from the person during different periods of the day and the week. The insights gained have the potential to assist police departments in allocating their limited resources more effectively.

NOTES

1 Four other categories include crime attractors, crime detractors, crime-neural places and fear generators, but these are not relevant for the present argument.

2 Access to crime data was granted by the police authorities on the condition that the real name of the city would not be mentioned in publications.

3 API is an acronym of Application Programming Interface. Here, it indicates a set of definitions and routines that allows a computer program to access structured address information from a website.

4 Temporal autocorrelation occurs if observations that are nearby in linear time are positively or negatively correlated. In a regression context, it can lead to underestimated standard errors. Note that in the present analytical design, where we aggregated TPF incidents of a full year, incidents observed in adjacent time periods of the day (say 13-16h and 16-19h) did not necessarily take place shortly after each other in linear time, as they could have taken place on any day during the year 2014.
Thus, our dependent variable is not sequentially ordered in real time, and therefore temporal autocorrelation does not affect the estimates or the standard errors of our estimates.
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Figure 1: Kernel densities of theft from the person across five 3-hour periods, on weekdays and weekends.
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